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1 Introduction

One of the most ambitious goals of iVDGL is to create an “international virtual data grid laboratory of unprecedented scale and scope.”  The WorldGrid project aims at making a major step towards this goal by providing a complete grid solution from the point of view of a site which wants to be able to easily contribute to a variety of grid projects.  At the same time, WorldGrid offers this solution as a collection of components which can be used to conveniently construct a wide variety of specialized grids which retain the ability to interoperate.  Part of this basic idea has already been implemented in demonstration form in the joint US/EU WorldGrid demos of late 2002.  This year, in addition to substantially improving WorldGrid, we intend to add two major components: a suite of operations center software suitable for supporting a WorldGrid site and a working operations center: the iGOC at Indiana University.  Both the operations center and the operations center software are offered as components in the same sense as the rest of WorldGrid.  This allows us to both offer complete grid solutions to new sites, even including live operations support, while also offering the tools to construct multiple collections of sites and operating centers called WorldGrid “worlds.”  The worlds concept allows WorldGrid to grow without saturating any particular operations center and gives us the potential to grow to “unprecedented” scales.
For the various groups within iVDGL, WorldGrid offers multiple potential benefits
· For the four iVDGL experiments Atlas, CMS, LIGO and SDSS, WorldGrid offers a stable, supported, tested, upgraded over time, LCG compatible base of grid components which can be combined with experiment specific components and other grid software components to construct flexible interoperating grids for large scale production.
· For all iVDGL and collaborating sites, WorldGrid offers live operations center support for the WorldGrid environment and the tools to make new operations centers if desired.

· For novice sites, WorldGrid offers a complete solution enabling them to easily contribute to iVDGL scientific projects.

· For iVDGL and collaborating sites, WorldGrid offers the ability to share projects across the grids described above, thus increasing the efficiency of the use of iVDGL hardware and providing access to a potentially large pool of WorldGrid sites.
· For iVDGL computer scientists, WorldGrid offers standards for grid infrastructure and operations to assist in developing new tools, a source of data and the ability to easily make WorldGrid “worlds” for grid experiments.

Many of the current WorldGrid team members were also actively involved in the 2002 WorldGrid demonstrations involving a dozen or so sites in the US and a similar number in Europe.  This, together with the experience and commitment of the Indiana University network operations group to the “iGOC” puts us in a strong position to achieve these goals.
It is important to note that although WorldGrid offers a complete solution from the point of view of preparing a site to contribute to a variety of grid projects, WorldGrid does not encompass the complementary areas of resource brokers, distributed data catalogues, virtual data, production operations software and production operations centers.  Some discussion of how WorldGrid is meant to relate to these other elements of grid computing can be found in section 6.

2 Basic Design Concepts
Software environments
Our use of the term “software environment” here is meant to encompass where the software comes from, how it’s installed, how it’s configured, how it’s set up for use and how it’s updated. Within WorldGrid, we have adopted Pacman as a convenient, packaging format neutral way of fulfilling these functions and establishing a common standard for scientific, grid middleware and third party software whether the source is RPM, tarball, GPT or other sources.  Pacman is also particularly convenient for us because VDT is provided via a Pacman cache and because the Pacman Python classes can be used as a base for the WorldGrid site manager application (see below).
Projects

From the point of view of both grid users and site administrators, it is helpful to have one concept which embodies the software environment, access required, disk space needed, contact information and background information for a grid computing project.  In the WorldGrid design, this is embodied in a “project.”  Here, for example, is a typical project definition for the Atlas experiment:


[image: image2.emf]Atlas-DC1-pileup.project

Researchers: {Distinguished names of Kaushik De and Mark Sosebee}

ScienceGrid: UTA:DC1simul

ScienceWorker: 

WorldWorker: VDT:VDT-Client

MinimumDiskSpace: 100 G

Contact email: kaushik@uta.edu

Contact phone: 555-123-4567

Description: { URL of a description of the project }

Example of a WorldGrid “Project”


A project is the unit of granting access at a site.  If a site wishes to contribute to this particular project, the site manager issues the command

% worldgrid –join Atlas-DC1-pileup

this causes the UTA:DC1simul package to be installed in the ScienceGrid installation area, causes VDT:VDT-Client to be installed on each of the worker nodes (the worker installation is not actually necessary for this Atlas project, it’s included as an example) and causes Kaushik De’s and Mark Sosebee’s distinguished names to be added to the gridmap file.  Correspondingly, when the site manager decides to leave the project, the corresponding installations and gridmap file entries are automatically removed.
Grid operations centers

For us, the general concept of an operations center is an organization which provides support with respect to a particular software environment.  Within WorldGrid, operations support thus means support for the WorldGrid environment.  We anticipate that other operations centers supporting other installed environments will be created over time and will interact with WorldGrid sites.  For a schematic example of such an arrangement, the following figure shows
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two operations centers associated with the WorldGrid environment (iGOC-operations-center and Site2-operations-center) and an overlapping operations center associated with the environment Atlas-production-environment.  The relationships indicated by the three types of arrows are established by pairs of Pacman packages provided by the WorldGrid team.  The solid arrows are part of WorldGrid and establish operations with respect to the WorldGrid package installed on each site.  The dotted lines indicate operations with respect to a hypothetical “Atlas-production-environment” package.  This relationship is also established by pairs of Pacman packages provided by Atlas.  In this latter case, the Atlas software can either be project installed software or software which is installed at the top level which then includes WorldGrid as one of its dependents.  The roles of the WorldGrid operations centers are discussed below.
Project Centers

Any WorldGrid site may join any project that the site manager chooses to join.  However, we anticipate an important role for “project centers” – organizations which provide extra security, certification and assistance in project construction.  Essentially, a project center simply provides a continuous stream of projects which have gained the project center’s seal of approval by whatever criteria the project center decides to use.  Operations centers and individual sites may subscribe to project centers.  The net effect of this is that the corresponding streams of approved projects appear in the corresponding site management applications as indicated schematically below
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Project centers may decide to provide basic services to subscribing sites such as a) verifying the identity of project researchers as an extra security check b) joining proposed projects and verifying that nothing obviously unpleasant happens (e.g. filing up /tmp).  In addition, however, we anticipate that project centers may choose to make more rigorous testing of projects, and may choose to  actively helping researchers create new projects.  Because of these additional more ambitious roles, it will be benefitial for project centers to specialize in particular application domains, and, often, to be closely associated with  particular research projects such as Atlas and CMS.
WorldGrid worlds

The collection of WorldGrid sites and a particular operations center described above constitutes a WorldGrid “world.”  Worlds allow WorldGrid to grow indefinitely without saturating a single operations center.  As WorldGrid grows, we expect multiple worlds and multiple operations centers to appear.  Although each world has a separate MDS tree and separate Ganglia monitoring, projects can be shared across worlds.  The world concept gives WorldGrid the potential to reach "unprecedented" scales. 

In addition, the ability to easily create separate worlds will greatly help in operations and in maintaining reliable performance even through major software upgrades.  In particular, the iGOC will create a separate world to provide an environment for testing new projects before recommending them to the iGOC WorldGrid sites.  A separate development world also provides a mechanism for large scale testing of software upgrades to WorldGrid software and operations center software.  Worlds gives us an easy mechanism for extensive realistic testing before upgrading production sites.

Project Centers
3 General Design Considerations
In addition to the general goals discussed in the introduction, we have taken the following as constraints upon our design.
1. We will base WorldGrid on VDT.  The bulk of WorldGrid will consist of VDT with particular configuration choices.  

2. We commit ourselves to providing a convenient environment for development and production by the Chimera team.  

3. We commit ourselves to providing the evolving LCG environment needed by Atlas and CMS as part of the WorldGrid environment.  Since the LCG group is beginning with the same software used for the 2002 WorldGrid demos, we feel that we are in a good position to maintaining this environment as part of the standard WorldGrid environment over time.  

4. Access to a site after a WorldGrid installation will remain under the site managers control at all times.  No access will be granted without a site manager operation which grants the access explicitly.
5. WorldGrid installations will be untouched by human hands.  All installation, configuration and updating will be done with the site management application.

Although WorldGrid provides a live operations center (the iGOC at Indiana University), the operations center software in use at the iGOC is also packaged in the same way as the rest of WorldGrid and can be used to easily create independent operations centers while retaining the ability to share projects across such “worlds.”  Our design must remain consistent with sites having relationships with multiple operations centers, for example, operations centers organized around production tasks.  We have also defined the functions of the iGOC so that it can perform useful services for WorldGrid sites with respect to the WorldGrid infrastructure while deliberately staying out of the loop in production operations related to projects, coordination of production teams or the operation of production operation centers.
4 WorldGrid Scenarios
In this section we present what we think the most likely use cases will be for WorldGrid. First we describe the most general situation where all of the WorldGrid components are used. This will typically be a non-iVDGL site that is interested in contributing resources to a project. By this example we can illustrate all of the major components and how they work together to integrate the site into an already existing grid. Secondly we describe scenarios which will most likely pertain to the iVDGL experiments. Here we emphasize the ability to use the WorldGrid components to form experiment specific grid implementations which can interact with the iVDGL grid in a variety of ways.  
WorldGrid at a Typical non-iVDGL Site

A grid laboratory of “unprecedented scale and scope” must necessarily consist of mostly non-iVDGL resources.  From the point of view of such a friendly non-iVDGL site, WorldGrid offers a one stop complete solution enabling a site to contribute resources to grid projects of the site administrator’s choosing.  This solution includes a complete middleware suite, continuous operations center support, a comprehensive, easy to use site management application and a coherent upgrade path over time.   Upon installation, WorldGrid installs a complete middleware suite based on VDT, configures itself to use an existing batch scheduler of the administrator’s choosing, configures itself to use a grid operations center, installs monitoring software, does appropriate MDS GIIS registration, guides the administrator through the process of getting a site certificate from DOE, prepares installation areas for grid applications, and, in general, takes care of all the details of setting up a site so that it is ready for production grid applications.  Once installation is complete, the site manager web site is displayed in a browser.  The site manager allows the site administrator to monitor and fully control the grid activities on their site at the level of granularity of a “project.”  This control over a site, granting and removing access, joining and leaving projects and updating software is done entirely via site manager operations.  These operations are easy, intuitive and require no grid knowledge or experience to use.
Installation of the site schematically indicated below is accomplished with the command 

% pacman –get iVDGL:iGOC-operations

Following this command, VDT is installed and configured on the current site, the indicated installation areas and project workspaces are created on the root node and the associated installations are created on worker nodes if there are any worker nodes.  At a higher level, WorldGrid also installs the site management application.  WorldGrid-operations configures WorldGrid and installs infrastructure for operations support of the site: an MDS hierarchy, Ganglia monitoring, help systems etc.  At the very top, a light-weight iGOC-operations package configures WorldGrid-operations to report to the particular iGOC center at Indiana University.
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The figure above shows the various installations and work areas created at the site (blue) and the relationships established with the pre-existing iGOC operations center (orange).  The installation procedure carefully guides the site administrator through the process of getting a site certificate from DOE, configures WorldGrid with respect to local schedulers already installed at the site, checks for firewalls, and, in general, takes care of the large number of details required to create a working grid site. 

If the installation is not able to finish successfully, the site manager is informed of the problem (examples of problems: unsupported operating system, insufficient disk space, network failure, the system clock is inaccurate, a required application like "gmake" is not in the installer’s path).  If the installation finishes correctly, the site manager application appears in a web browser as indicated schematically below
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The site manager serves as the sole interface for a site administrator to monitor the state of the site with respect to WorldGrid.  All site management operations such as joining or leaving projects, adjusting the relative priority of project batch jobs, suspending projects, trusting or removing certificate authorities, browsing installed software etc. are done via a worldgrid command and the results are reflected in the web page above.

As soon as installation is complete and the site manager appears, the iGOC offers diagnostic and demonstration projects and the installation procedure suggests that the site manager join one of these projects immediately.  Then, if the site manager decides to follow this advice by doing 

% worldgrid –join Diagnostic

the diagnostic project is joined and a complete test of the site ensues.  WorldGrid installs the software environment corresponding to Diagnostic and grants iGOC access to the site by putting a distinguished name in the gridmap file.  The iGOC immediately runs applications at the site using the native scheduler and returns a report to the site manager.  When satisfied, the site manager does

% worldgrid –leave Diagnostic

to leave the diagnostic project.  Other test projects provide further diagnostics and test applications like GFLOP which tells the administrator how many Gigaflops grid applications are able to use at the site at that moment.

At some point, if the site administrator is interested in making the site useful, he or she browses the the science projects offered by iGOC via the site manager web page, chooses one, and joins.  The administrator can also join any other project, whether offered by iGOC or not via the same mechanism. The administrator can join several projects at once and can adjust the relative priority of the projects using worldgrid commands.  The site administrator will never install software by hand either for WorldGrid or for particular projects.

5 The Role of the iGOC

As part of the WorldGrid project, we are providing a generic software environment for running an operations center (the WorldGrid-operations-center and WorldGrid-operations packages).  IVDGL will also provide a live 24x7 active operations center, the iGOC, which is associated with the iGOC "World."  Although the iGOC operators have experience at network operations, they do not have grid experience and, of course, have no experience with the scientific applications which will be running on the iGOC world.  Because of this, both the role of the iGOC operators, and the mechanisms of communication with the iGOC team must be carefully defined.

The roles of the iGOC operators will be limited to the following.

1. Monitoring the web forums associated with the iGOC world, monitoring trouble tickets and being available to answer the phone on a 24x7 basis.

2. Running diagnostic applications as described above for new sites and gathering information to help experts diagnose problems.

3. Contacting researchers who offer new projects to the iGOC world to provide an extra security step.

4. Constantly monitoring the iGOC World via MDS, Ganglia and other diagnostic tools.

5. Communicating with site managers when a site fails to function.

6. Collecting project by project accounting data.

We can further illustrate the role of the iGOC with the following example.  

Project scenario

1. A small team of grid users decide that they want to do a grid production.  They create a project, say ATLASDC2-higgs.project.
2. They test joining and running their project on their own WorldGrid site.

3. Once satisfied, they send ATLASDC2-higgs.project to the Atlas project center requesting a seal of approval.
4. The Atlas project center verifies the identities of the researchers, and joins their project on a reference World.  The Atlas researchers run the project and confirm that this occurs without problems from the site’s point of view.  

5. The Atlas project center puts the file ATLASDC2-higgs.project in a special location which causes it to appear as an offered project in all the site manager applications in the iGOC world.  This happens automatically given an iGOC subscription to the Atlas project center.
6. Individual sites can then browse the project web pages, join the project, leave the project, adjust it’s priority etc. at the discretion of individual site managers.

7. The information that the project has been joined (and, therefore, that the project software has successfully installed) is transmitted to the Atlas production team via MDS.  They are then free to use the corresponding sites.

The scenario above shows that we can define the role of the iGOC so that they can perform a valuable service to the iGOC world without having to be experts in either grid software or Atlas software.  

The scenario also points out once again that the scope of WorldGrid itself ends once the project is accepted and that information appears in MDS.  If, for example, Atlas uses a resource broker to choose which sites to use, does global load balancing, uses and Atlas production operations center, etc., this occurs without iGOC intervention or even knowledge.

6 WorldGrid for the iVDGL Experiments
From the point of view of an iVDGL experiment, WorldGrid offers a number of potential benefits.  The most obvious benefit is the ability to make use of a potentially large pool of sites which have installed WorldGrid via the project mechanism.  By reducing WorldGrid to a push button operation and by providing high quality operations support, we help create a large pool of friendly sites interested in participating in grid computing science projects.

As mentioned in the introduction, WorldGrid serves two functions simultaneously.  It is both a complete solution for a site wishing to join a grid and contribute to scientific projects, and it is a collection of components which can be used in constructing compatible experimental grids.  In this section we describe in more detail how this might be accomplished, in particular for the four iVDGL experimental groups.
Roughly speaking, WorldGrid can be viewed as a collection of Pacman packages.  One can choose any combination from the left side and obtain the value added indicated on the right in the figure below.
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The design of WorldGrid allows experiments flexibility in using WorldGrid components and allows easy combination with experiment specific software including VO-mechanisms, information providers, RLS registration, and configuration of sites for production operations centers in addition to WorldGrid-operations.  Here are a few examples.
An experiment without particular grid software constraints
The simplest way an experiment can take advantage of WorldGrid is to install iGOC-operations, this installs all of the WorldGrid software offered for grid sites.  In this case, all the advantages in the right column are obtained.  Production proceeds purely by defining new projects and using the standard WorldGrid project mechanism.  This allows an experiment to conveniently do grid computing both on their own sites and on sites in the iGOC world (or beyond) which decide to join their projects.  Within iVDGL, certain groups within LIGO and SDSS may fall into this category.
An experiment with a production operations center or experiments wishing to do their own WorldGrid operations
Even in the case of an experiment without particular grid software constraints, an experiment may wish to use a production operations center to coordinate large scale computing.  In this case, as long as registration in the production operations center can be done via a pair of Pacman packages, one can construct situations like the following (repeated from the introduction) which illustrate a hypothetical production operations center for the Atlas experiment.
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The relationships indicated in the solid lines above is established by packages provided by the WorldGrid team.  On the other hand, registration in the Atlas production center is established either by packages within an Atlas project or by packages installed along with WorldGrid as explained in the next example.
The “Site2-operations-center” above serves to illustrate that experiments are not constrained to live in the iGOC world.  They can also set up their own WorldGrid operations centers using the same software that is in use at the iGOC.  Should a project find it desirable to change operations centers, switching to use another center is a trivial reconfiguration which does not require starting from scratch. Note, also, that although WorldGrid worlds are disjoint, they can share projects and share membership in the Atlas operations center.
Experiments with their own grid software and/or long term software constraints
Although parts of LIGO and SDSS may fall into the two categories above, the iVDGL experiments Atlas and CMS both have grid software of their own.  For example, there are several groups developing virtual organization software which is meant to control access to sites.  Now or at some time in the future Atlas and/or CMS may decide to adopt these.  Both experiments have existing virtual data solutions requiring site registration, resource brokers and monitoring systems.  Installation of many of these systems requires root access and does not conveniently fit the model of project software as defined in WorldGrid.  In addition, such experiments have long term responsibilities to fulfill and must preserve their ability to control the grid installation on their own resources in particular.  In these sorts of cases, the thing to do is to let Atlas and CMS define their own software environments and to let these environments include WorldGrid components as dependents in the Pacman sense.
For example, let’s suppose that CMS has its own VO package “VO-CMS” which it wants to use instead of the WorldGrid project access mechanism.  In this case, CMS defines (indicating dependence by indentation)

CMS-Grid-Environment

VO-CMS

iGOC-operations

This results in VO-CMS being installed and used at CMS sites, as required.  In addition, in this example, each CMS site belongs to the iGOC world and retains the ability to define and join other WorldGrid projects.  Suppose, now, that CMS decides that it wants to do it’s own WorldGrid operations rather than  relying on the iGOC.  In this case, they define
CMS-Grid-Environment

VO-CMS

CMS-operations
WorldGrid-operations

where CMS-operations is essentially a copy of iGOC-operations which configures WorldGrid-operations to belong to the CMS world instead of the iGOC world.  Suppose now, that CMS wants to include Mona Lisa monitoring in addition to the Ganglia monitoring supplied by WorldGrid-operations.  In this case, one defines

CMS-Grid-Environment

VO-CMS

MonaLisa

CMS-operations

WorldGrid-operations

If CMS wants Mona Lisa monitoring but not Ganglia monitoring, one does
CMS-Grid-Environment

VO-CMS

MonaLisa

CMS-operations

WorldGrid

where, now, CMS-operations configures WorldGrid (normally done by WorldGrid-operations).  This last example loses Ganglia monitoring and map applications, but retains the WorldGrid project mechanism and basic VDT infrastructure.
In any case, these examples give an indication of the flexibility possible when using WorldGrid components in a CMS or other experiment defined environment.  By keeping control of the CMS-Grid-Environment package, CMS is free to decide what’s in the CMS environment over time without constraints from other groups. 
Since the scenarios described above are new, we in the WorldGrid team anticipate consulting and collaborating with experiments in iVDGL to help choose among the various possible such WorldGrid “flavors.”
7 Compatibility with LCG and other Grid Standards
In addition to the constraints described in section six, Atlas and CMS are constrained to be compatible with the evolving LCG environment.  LCG will evolve over time, but since LCG intends to use VDT and since LCG-0 is essentially a subset of the WorldGrid of 2002, we feel that we are in a good position to establish and maintain compatibility over time.  Briefly, the mechanisms for maintaining this compatibility are the following:

1. We can directly include LCG packages as part of the WorldGrid environment.

2. In case that LCG components develop which allow remote access upon installation, we can   install such components on all WorldGrid sites, but only allow them to be activated after explicit choice by a site manager.

3. In extreme cases, if LCG develops new software which we feel cannot appear on all WorldGrid sites, we can define a top level environment that includes these in similar fashion to what is described in section six.
As part of the WorldGrid project, we will endeavor to maintain continuous coordination with the LCG team, especially as many in this group are our old friends from the 2002 WorldGrid demos. Depending on how things go with LCG and other grid standards, it may be convenient to offer different “flavors” of WorldGrid in the future.
8 Growth Strategy, Schedule and Milestones

The WorldGrid team has extensive experience in bringing up grid systems both for the WorldGrid demonstrations of 2002 and for production purposes for Atlas and CMS.  During the 2002 period, it was clear that many sites all over the world were interested in participating in WorldGrid.  As soon as joining WorldGrid is reduced to “pushing one button,” there is a danger of being overwhelmed by sites wanting to join.  In order to maintain a professional quality service, we must manage the growth of WorldGrid so that the system can be tested and so that unanticipated scaling problems can be revealed at an early enough stage.  

Initially, three WorldGrid worlds will be created

1. Development World.  This world serves as a testbed for pre-released software which is intended to be part of WorldGrid or the operations center packages.  Development world should span at least several sites in order to provide enough variation to adequately exercise new software before production WorldGrid sites are upgraded.

2. Reference World.  This world serves as a small testbed for the iGOC team.  It allows them to test proposed new projects by joining them and letting project researchers use this facility.  This serves as a final check before offering the project to the main iGOC world.

3. iGOC World. This world serves as a production base for iVDGL experiments and for other projects as chosen by site managers.  Reference and Development world have the full operations center software, but essentially no support.  iGOC world has full 24 x 7 operations support for the WorldGrid environment.

As part of the process for bringing WorldGrid online, the iGOC world will be gradually increased from a few sites under the control of the WorldGrid team, to 5-10 friendly iVDGL sites, to more widespread use.  At each stage, we will pause to exercise the system and test for unanticipated scaling problems.  Correspondingly, at each step of this ramp up, more of the functions above will be handed from WorldGrid team experts to iGOC staff.

The implementation of WorldGrid is underway.  We expect to begin production operations in the iGOC world in July 2003.  

Milestones

1. Design

a. WorldGrid design presented.  (Feb 25) (
b. Design of top level packages. (April 15) (
c. Detailed plan for LCG integration understood.

2. WorldGrid application (aka site manager)

a. VDT 1.1.8 released with configuration controls.

b. Interface to Condor and PBS defined.

c. Project classes written and tested.

d. WorldGrid commands defined. 

e. Site manager web pages designed. 

f. WorldGrid application written and tested.

3. Development testbed

a. Hardware identified. (April 15) (
b. WorldGrid development package prepared. (April 15) (
c. Systematic testing and feedback begins. 

4. Installation Issues

a. Automate registering with the iGOC GIIS. (April 15) (
b. Automate the process of getting a host certificate. 

c. Automate configuring GSI security. 

d. Automate installed a host certificate.

e. Automate configuration of WG w.r.t. native batch scheduler.

5. Pacman related

a. New caches included, dependence respected in setup. (April 15) (
b. RLS pacmanized. (April 15) (
c. Technology for cluster installation fixed. (April 15) (
d. Control of system file insertions and removals.

e. Firewall detection.

f. Cluster-wide installation written and tested.

6. Operations and Project centers
a. MDS configuration package written. (April 15) (
b. Modified VO-ganglia packages prepared. (April 15) (
c. Ganglia monitoring tested. 

d. Time synchronization monitored.

e. Grid proxy issues solved.

f. Forum setup. (April 15) (
g. Operations center web pages written. 

h. Base operations center package prepared.

i. Base project center package prepared.

j. WorldGrid-operations and iGOC-operations packages prepared.

k. Procedures for iGOC personnel written.

l. iGOC team identified and trained.

m. iGOC team tests procedures on development testbed.

7. Certification, benchmarking and diagnostic projects

a. Preparation of base hello world project.

b. Preparation of diagnostic projects for grid functionality.

c. Preparation of performance test project .

d. Preparation of Chimera test project.

8. Bringing up the system

a. Creation of iGOC, Reference and Development Worlds.
b. Creation of Atlas and CMS project centers.

c. Upgrade of Atlas testbed with iVDGL:WorldGrid

d. Rapid prototype a) and live operations in a week long workshop.

e. Test Atlas Chimera production as a benchmark project.

9. Liaison with iVDGL Experiments

a. Present WorldGrid design to CMS, propose use of WorldGrid components in CMS production grids.

b. Present WorldGrid design to Atlas, propose use of WorldGrid components in Atlas production grids.

c. Present WorldGrid design to Sloan, propose use of WorldGrid components in SDSS production grids.

d. Present WorldGrid design to Ligo, propose use of WorldGrid components in Ligo produciton grids.

10. Expansion

a. iGOC World operating on three sites continuously for one week.

b. iGOC World software update cycle completed successfully.

c. iGOC World operating on ten sites continuously for one week.

d. iGOC World begins continuous operations support for the Atlas testbed.

e. iGOC World grows to 100 sites.

f. Non-iGOC production worlds created.

g. Announce general WorldGrid availability.

h. Demonstrate joining grid by pushing one button.

i. Hold workshop for project developers.

j. Prepare demos for conferences.

9 Use of WorldGrid for Outreach and Demonstrations

The ease of installation and use of WorldGrid and its potential to expand to unprecedented scales makes it an ideal tool for outreach.  In many large scientific endeavors, getting started with the right software environment can be a major hurdle, especially for those who are new to a project.  WorldGrid has the potential to reduce this barrier by making it easy for a new site to get involved, contribute to and generate interest in large scientific projects.  Similarly, it is clear that demonstrations of grid software and experimental projects can be conveniently be constructed using WorldGrid as a starting point.
10 Summary
It seems to us that WorldGrid as described here provides an exciting opportunity to fulfill one of the main goals of iVDGL.  From experience with WorldGrid in 2002, we know that there is great potential for WorldGrid to expand once high quality operations and push button installation are in place.  We also believe that WorldGrid is useful as a catalyst to help bring the strands of Griphyn and iVDGL grid research together into a working system.  For more information, see the web site www.ivdgl.org.
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